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A NEW WAY TO BUILD SOFTWARE

Traditional Programming vs Machine Learning
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WHAT YOU NEED TO MAKE
DEEP LEARNING WORK

You need three main ingredients (and some
skill)

LARGE QUANTITIES OF DATA ML FRAMEWORK GPU ACCELERATOR

KERAS + TENSFORFLOW
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CHALLENGES: ACCELERATING BIG AND SMALL

AI Advances Demand Exponentially 
Higher Compute
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Problem Statement
Automated Document Q&A Extraction Model
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• Create an AI Model for Document Q&A Services on Government Dataset.

• Government Documents like Acts/ Policies/Rules/ Guidelines/ Notifications/ Frequenly Asked Questions are

increasingly accessed by Citizens in day to day life for Ease of Doing Business with Government & Other

entities.

• In light of Ease of Doing Business, we need to ease out this process using Intelligence Augmentation 

through AI.

• Create a Proof of Concept AI Model and then fine tuning the model to increase accuracy



INTRODUCTION

• NIC (National Informatics Centre) conducted an AI (Artificial

Intelligence) based hackathon where each state formed a team

and prepared a QA (Question - Answering) model.

• The data was fetched from all portfolios and departments of the

Central and State Governments, for example External Affairs,

Education, Technology, etc.

• The best models were identified based on the accuracy of models

trained.

• The purpose of this hackathon was to improve the use of AI in

government organisations and provide an interactive QA based AI

assistant for common public usage.



INTRODUCTION

• AI Hackathon 2022 was divided in 3 stages. Bootcamps were

conducted at various stages to understand the basic concepts of

AI, NLP, transformer, data tagging, model deployment strategies.

PHASE I :

• Data preparation: Collecting data from various ministries from

acts/rules/ regulations, notifications and FAQs. Around 8000

question answer pair were prepared in SQUAD 2.0 . Python scripts

were written to convert prepared Q A dataset in json format.

• Model Selection: Various online Q A models such as Roberta , Bert,

Distlled Bert , XLm etc were tried and tested on QA dataset.

Roberta_x0002_base model was finalized based on evaluation

parameters.



INTRODUCTION

PHASE II :

• Model Fine-Tuning: Roberta-base model was fine-tuned using

various combinations of hyper parameters and optimized for

inference. The

• Pretrained model was trained on the dataset prepared. Various

python scripts were written for fine-tuning the model to improve

the accuracy of the model. AI libraries like transformer, pyTorch

were used to implement functionality. Roberta-base was tested for

accuracy and F1 score on the provided test set by AI HQ team and

NIC Sikkim stood 5th at the national evaluation.



INTRODUCTION

PHASE III :

• Deployment Stage: The model was deployed on triton server . The

deployed model was tested on evaluation set provided by AI HQ

team.



PHASE I
DATASET PREPARATION



WHAT IS QNA SYSTEM ?
Explanation

Question
Answering(QA) system is a 
system that gives appropriate 
answers to questions expressed in 
natural languages such as 
English, Hindi, and so on.

For example, suppose a user asks “

When was Mahatma Gandhi 

Born?” In this case, the question 

answering system is expected to 

return “2 October 1869”.
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WHAT IS QNA SYSTEM ?
Government Samples

Questions Answers

What is the Full Form of BOOT? Build Own Operate and Transfer

What is date of National Sports Day? August 29

When was the Pradhan Mantri Krishi Sinchayee Yojana 

(PMKSY) Launched ?

During 2015-2016

What is the full form of HKKP? Har Khet Ko Pani (HKKP)

Who does approve the Detailed Project Report (DPR) for the 
proposal of water bodies ?

State Technical Advisory Committee 
(TAC)



DATASET FORMAT

SQUAD 2.0

Stanford Question Answering Dataset (SQuAD) is a reading comprehension 

dataset, consisting of questions posed by crowdworkers on a set of 

Wikipedia articles.

The answer to every question is a segment of text, or span, from the 

corresponding reading passage, or the question might be unanswerable

To do well on SQuAD2.0, systems must not only answer questions 

when possible, but also determine when no answer is supported by the 

paragraph and abstain from answering.

This dataset was chosen due to its simple yet powerful format and easy 

trainability of data
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Notifications

2

Acts and 

Rules

1

DATA
SOURCES

All data for training,
testing and validation
of the AI model was
taken from respective
government
departmental websites

Frequently 

Asked 

Questions

3



LABELLING LARGE QUANTITIES OF DATA

Predicting input B from input A

Using human machine iteration to 
make labelling easier

Using one data source 
as the label for another
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Obtaining labels directly from the 
environment or simulation



ARCHITECTURE
Question & Answering System
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DATA 

GATHERING 
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METHODOLOGY ADOPTED

Initially, data collection and aggregation was the done for making a QA AI 

model

Required data was collected in the form of titles and paragraphs (maximum 

7-15 lines) to provide context for the answers.

The data collected was converted to JSON files using user-defined 

Python functions as a part of the data pre-processing

The aim was to create the largest possible amount of data in the restricted 

time limit.

The json file contained the question-answers data in the SQuAD 2.0 format.



An implementation of MQTT through the 

application of warehouse management system for 

climacteric fruits and vegetables

END OF PHASE 1

• Existing Q&A tools could not generate the level

of questions a human can.

• Thus, the script generated for the annotation

could not perform up to the mark and had the

majority of its questions starting with "What"

• Most of the questions did not make sense.

CHALLENGES FACED
Generated a total of 8000+

questions from various ministries

covererd.

WORK DONE



PHASE II
MODELS & CODE



To build any model from scratch, we require a lot of storage and 

computing power, which may not always be available to us

We can face situations where we have methods to improve 

existing models, but the complications of training the models 

from scratch once again prevent us from doing so

Transfer learning is a machine learning method where a model 

developed for a task is reused as the starting point for a model 

on a second task

Transfer
Learning However, we must ensure that our task is very similar to the task 

the pretrained model is meant to do. Otherwise, the result of the 

tests will not be accurate enough.



TRANSFER LEARNING: DON’T START FROM SCRATCH
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WHICH MODELS TO USE TO 
MAKE A Q&A TOOL?



Sequence to sequence learning



Sequence to Sequence Working



Attention is all you need



Transformer
Architecture



Encoder & Decoder

”THE ANIMAL DIDN'T CROSS THE STREET BECAUSE IT WAS TOO 

TIRED”



DIFFERENT TRANSFORMER MODELS

• Robustly Optimized BERT Pretraining Approach

• dynamically changing the masking pattern 

applied to the training data 

• RoBERTa model was pretrained on the reunion 

of five datasets which constituted a much larger 

dataset as compared to BERT

• training on longer sequences and 8k sequences 

of batch size

ROBERTABERT

• Bidirectional Encoder Representations

• BERT relies on randomly masking and

predicting tokens.

• BERT was specifically trained on Wikipedia

(~2.5B words) and Google’s BooksCorpus

(~800M words)

• Bert was trained on a batch size of 256

sequences

.



HUGGING FACE
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About

• Hugging Face is an open-source and platform provider of

machine learning technologies. Hugging Face was

launched in 2016 and is headquartered in New York City.

• It is a community where all people working in machine

learning and AI based technologies help out each other by

contributing their models, thereby allowing a user to select

a model suitable for his/her work.



HYPERPARAMETERS
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The maximum target length to use

when predicting with the generate

method.

MAX SEQ LENGTH

determines the step size at each

iteration while moving toward a

minimum of a loss function

LEARNING RATE

Refers to the number of training

examples utilized in one iteration

BATCH SIZE

indicates the number of passes of the

entire training dataset the machine

learning algorithm has completed

EPOCH

Determines the checkpointing of

model after fixed specified steps

SAVE STEPS

Modifies the amount of movement

over the tokenized text

DOC_STRIDE



NVDIA NEMO

• NVIDIA NeMo (Neural Modules), part of the NVIDIA AI platform, is a toolkit for 
building new state-of-the-art conversational AI models.

• NeMo has separate collections for Automatic Speech Recognition (ASR), 
Natural Language Processing (NLP), and Text-to-Speech (TTS) models. 

• Each collection consists of prebuilt modules that include everything needed to 
train on your data. Every module can easily be customized, extended, and 
composed to create new conversational AI model architectures.

• The NIC AI Hackathon 2022 was powered by NVIDIA and training and testing 
was done using their most powerful cloud GPU platform.
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MULTI-
INSTANCE 
GPU (MIG)



METHODOLOGY USED 

FOR TRAINING AI MODEL

The data from all the ministries were taken and split into train, test , and 

validation(if needed)

Various experimentations were done by changing hyperparameters 

and models to find the most optimal results i.e. until signs of 

overfitting were discovered, i.e. till the accuracy graph of our model 

maintained a gradual ascent.

The training was extensive and hence each epoch was done on a NVIDIA 

remote GPU computing platform to make the huge NLP task faster.



The Project  
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Architecture  



EVALUATION

UTILITY

01  

02  

Exact Match (EM):

F-1 Score (Macro-averaged

For each question-answer pair, if the characters of the model's prediction exactly match the

characters of (one of) the True Answer(s), EM = 1, otherwise EM = 0

The number of shared words between the prediction and the truth is the basis of the F1

score: precision is the ratio of the number of shared words to the total number of words in

the prediction, and recall is the ratio of the number of shared words to the total number of

words in the ground truth.
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TRAIN WITH  
NEW DATA

EVALUATE

EXPORT  
MODEL

GOOD

Dataset

NeMo

Custom model

Dataset

TRAIN WITH  
NEW DATA

EVALUATE

EXPORT  
MODEL

AUGMENTED
DATA

AUGMENTATION

BAD

GOOD

GRPC

Server

GRPC

API Server

Shared
Memor  

y

Triton Inference 

Server

GPU GPU

NL  
P

Huggingface(training)+ NeMo (training) + Triton(inference)

Huggingface

Client Application

Pretrained  
model

NLP AI PLATFORM

Pretrained  
model

Custom model









KEY HIGHLIGHTS 

& LEARNINGS

Meta data collection and annotation and SQuAD 2.0
format.

1 

Architecture of Transformers and the reasons why it
is the best option to use.2 

Details about models like BERT, RoBERTa, and
XLNET.

3 

Cloud platforms like NVIDIA NeMo and their essence
while handling such large datasets.

4 

Importance of Pretrained models and Transfer
Learning.5 



THANK YOU


